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Abstract

In this article we investigate problems of
the current means of evaluation of natu-
ral language systems. We find that apart
from the practical problems, there is a
more fundamental problem: the evalua-
tion standards we measure against may
not be objectively defined. In a sense,
the very evaluation problems we set our-
selves may not be well posed. We spec-
ulate on reasons for this, on ways to con-
tain it, on evaluation standards which
may more accurately reflect the under-
lying nature of language, and indeed on
the appropriateness of a narrow focus on
evaluation alone at our current stage of
understanding the language process.

1 Introduction

Recently, there has been an increasing interest
in the evaluation of various types of natural lan-
guage processing (NLP) systems, e.g. (Carroll et
al., 1998a; Resnik and Yarowsky, 1999; Daele-
mans and Hoste, 2002). There may be many rea-
sons for this. One reason may be that researches
find that the performance of the current state-of-
the-art NLP systems is hard to compare. On the
one hand, the results of systems can be quite sim-
ilar (and very close together), but on the other
hand, results obtained on different datasets may
vary greatly and the metrics used do not generate
consistent results when parameters are changed.

In this article we will speculate that all these dif-
ficulties stem from a fundamental misconception
which underlies all current evaluation methods.

The underlying assumption of the current eval-
uation methods is that there is one (and only one)
correct analysis of the linguistic data. This analy-
sis can be, for example, POS tags, parses of sen-
tences in the form of tree structures or dependency
relations or some other annotation. The correct
analysis is called thegold standardand the re-
sults of the system under evaluation are compared
against it.

What we suggest in this article is that, in con-
trast to this assumption, there is no single correct
analysis in many NLP tasks. People assign dif-
ferent analyses to linguistic data. This may have
several reasons, but a discussion on this is beyond
the scope of this article. We explore the evidence
and suggest measures which may be taken to con-
tain the resulting ambiguity of abstract structural
characterizations of language. We can also con-
sider the broader implications of this for language
theory.

The broad line is that grammatical characteriza-
tions are intermediate representations of language
function, arbitrary in some way, and interpreted
according to arbitrary bias of human observers.
Then any evaluation should be performed with an
understanding of this leniency or flexibility on the
part of humans. Only then can we get a measure of
how well a given NLP system could be expected
to perform in human terms.

What perhaps most distinguishes our ideas from
others that consider flaws in gold standard linguis-



tic evaluations e.g. (Kilgarriff, 1998) is the extent
to which we embrace that subjectivity. Language,
and perhaps all cognitive functions, we suggest,
are inherently subjective activities. When we
study language we try to model a subjective pro-
cess. Perhaps the subjectivity of language should
be the very core of what we seek to understand,
model, and evaluate.

We will start with a description of the evaluation
methods that are currently in use. Each of these
methods has certain problems. Next, our con-
ception of the fundamental problem with current,
structurally based, evaluation methods will be pre-
sented. Finally, we make suggestions for alterna-
tive approaches, essentially seeking to parameter-
ize, reduce, or by-pass the influence of subjective
evaluation criteria.

2 Overview of Existing Evaluation
Methods

Current evaluation methods can be subdivided into
groups in many ways, depending on the point of
view. Here, we will divide the methods in two
large classes based on the point in time when the
reference standard is set.1 In the case of the looks-
good-to-me approaches, the reference is set after
the system has been applied to the data, whereas
with blind testing, the gold standard is set before-
hand.2

2.1 Looks-good-to-me

When the looks-good-to-me evaluation approach
is taken, the NLP system is applied to unstruc-
tured data. The results of the system are then given
to (human) evaluators. These evaluators decide
whether the assigned structure is correct.

In this paradigm, the output of the NLP system
is judged by evaluators when processing is com-
plete. This makes it possible to specifically select
(unstructured) input data that will test whether cer-
tain analyses are actually generated by the NLP
system. The input data can be tuned to research
certain abilities of the system. For example, if you
are interested in how a system handles PP attach-

1Both approaches assume a gold standard.
2A similar division was made in (van Zaanen et al., 2004).

That article discussed the evaluation of grammatical infer-
ence systems in particular.

ment, you can use input data that mainly contains
sentences with PP attachment problems.

Another advantage is that only unstructured
data is needed for evaluation. The structured out-
put of the system is analyzed by experts, the eval-
uators. This means that it is possible to evaluate
NLP systems on data for which little or no annota-
tion is available. This includes the evaluation us-
ing data from, for example, minority languages,
but also the evaluation of systems providing new
annotation schemes.

The main disadvantage of this approach is that
in practice, often only one evaluator is used to
classify the output of the NLP system. This, of
course, makes the final result depend greatly on
the quality of the evaluator. To make matters
worse, the evaluator is often the designer of the
system being assessed. The reason for this is that
evaluators are often expensive and because each
repetition of an evaluation like this again requires
evaluators. Overall, the method is expensive in
time and resources.

This means of evaluation, however, is accepted
standard practice in certain sub-fields of NLP.
Mainly in the field of machine translation, where
multiple translations are equally valid, this is the
case. Note that for a correct evaluation multiple
independent evaluators should be used. (Elliott et
al., 2003)

2.2 Blind testing

With blind testing, the data used to testing is struc-
tured beforehand. An unstructured version of the
data is handed to the NLP system, and the out-
put of the system is compared against the struc-
tured version. The work of the evaluators in the
looks-good-to-me approach has been moved from
the moment following the application of the sys-
tem on the data to before the system is evaluated
on the data.

This approach has several advantages. The
setup of blind testing requires structured data to
be created beforehand. This structuring only needs
to be done once, reducing the costs of evaluation
(with respect to the looks-good-to-me approach).
The data can be reused for different evaluations
and it can also be made publically available and be
used to evaluate other, similar NLP systems. This



again, can result in de facto standard test datasets,
which allow researchers to examine whether their
systems perform better than previous ones.

A major difference between the looks-good-to-
me and blind testing approaches is that with the
blind testing method the evaluators have to make
their own decisions on how to structure the data,
instead of deciding whether a structuring is cor-
rect yes or no as is the case with the looks-good-
to-me approach. Because the evaluators have to
make the decisions beforehand, the objectivity of
the evaluation increases. Sometimes there are sev-
eral ways to structure the data, but one structur-
ing is preferred. The evaluators need to select this
structure beforehand with blind testing, but they
might be tempted to accept a less preferred struc-
turing with the looks-good-to-me method.

3 General Problems of Current
Evaluation Methods

In this section, we will look at some of the prob-
lems of current evaluation methods. We think
that these are all related to an underlying problem
which, as far as we know, has not been recognized
as such.3 By discussing the observed problems we
hope that the nature of the underlying problem will
become clear.

3.1 Metrics

So far, we have talked about evaluation in a very
generic way. Of course, comparison of the output
of a system is performed using metrics. It is the
metrics which give the actual figure describing the
quality of the output of the system.

Within the field of NLP, many different metrics
have been proposed and used. For example, if we
look at parsing, the PARSEVAL metrics (Black et
al., 1991) are well known. However, these metrics
have certain disadvantages. This has resulted in
other work that tries to eliminate or at least reduce
these problems (Carroll et al., 1998a; Carroll et al.,
1998b; Sampson, 2000).4

3Or if it has been recognized then it has not been under-
stood in the same way, i.e. as a solution rather than a problem,
cf. (Kilgarriff, 1998).

4Similar metrics have been used in the field of grammati-
cal inference. These metrics also create problems. (van Zaa-
nen et al., 2004)

Gold standard John sees ( the man )
Matching John sees ( the man )
Non-crossing John ( sees the man )
Crossing ( John sees the ) man

Figure 1: Correct and incorrect brackets

Most evaluation metrics are quite strict. If
something is wrong, the final score goes down.
Most of the time, this is correct; if the output of
the system is worse than the output of another sys-
tem, the score should be lower.

However, often humans do not seem to agree
(completely) on certain structures in the data. If
a system generates another valid structure that is
different from the structure in the gold standard,
it is penalized even though the output is correct.
The main point here is that “correct” is defined in
terms of the gold standard.

There exist metrics that are not as strict. For ex-
ample, non-crossing brackets in the field of pars-
ing. The idea is to base the final results not
on the number of correct pieces of structure, but
on pieces that are not incorrect. Unfortunately,
this does not solve the problem. Non-crossing
brackets metrics do not allow completely incor-
rect structures, but they do allow certain structures
that would not considered correct according to hu-
mans.

To illustrate matching and crossing brackets,
see figure 1. The first structure should be con-
sidered the gold standard. The second structure
contains a pair of brackets that are matching and
therefore are also non-crossing. The third struc-
ture contains a pair of brackets that is not entirely
correct (i.e. the opening bracket doesn’t match any
of the opening brackets in the gold standard), but
it is not crossing any pairs of brackets of the gold
standard. It is therefore incorrect with respect to
the matching metrics, but correct with respect to
the non-crossing brackets metrics. The final struc-
ture has a pair of brackets that overlaps with the
pair of brackets in the gold standard. This is incor-
rect even with non-crossing brackets metrics.

Summarizing, using a strict evaluation metric
will measure the performance of a system with re-
spect to the gold standard. When “loose” metrics
are used, such as the non-crossing brackets, the re-



sults allow for partially incorrect structures to be
counted as correct. The idea behind this is that
the output of an NLP system does not necessar-
ily conform to the gold standard completely. In
fact, allowing less strict metrics, such as the non-
crossing metrics, is equivalent to loosening up the
strict definitions of the gold standard.

What is most interesting about this, however, is
that the need for such “loosening” can be taken as
tacit admission not all details of the gold standard
are significant, that the gold standard is, to an ex-
tent, random.

3.2 Over-training

It is common practice to divide a dataset in three
parts. One part is used to train a system. A dif-
ferent part is used for tuning and the final part is
used to test the final system. By comparing results
obtained on the tuning and test set, it is possible
to get an idea of the amount of over-training of
the system. If the results of the tuning data are
much better than that of the testing data (which
is taken from the same original dataset and so it
should be similar in many respects), the system
has been over-trained on the training (and tuning)
data. It indicates that the system will not general-
ize well over new data.

However, even if the results of the tuning and
test sets do not show this, over-training will still
occur. This becomes apparent when the (tuned)
system is applied to a different data set. Differ-
ent in this context can be, for example, a different
language domain or a different annotation scheme.
This influence can be quite large, as is shown in
(Entwisle and Powers, 1998).

In effect, an NLP system should find the right
bias between fully general and fully specific. A
fully general system is not useful, because every-
thing is possible. The system will not get guid-
ance for specific analyses and will not be useful at
all. A fully specific system, on the other hand, can
only analyze a limited amount of data and only in
a fixed way. The analyzes are completely defined
(in a fixed way) by the training data. No general-
ization is done.

One traditional goal when designing an NLP
system is to find the right amount of generaliza-
tion. Analyzing and evaluation on similar tuning

and testing data may give information whether the
right amount of generalization is found on that
specific dataset, but it cannot show the effective-
ness of the generalization on language in general.

Once again, however, it is not the ways we op-
timize this tension between generality and speci-
ficity to minimize over-training between datasets
which is most interesting. What is most interesting
is what the need to perform such optimization tells
us about our goals with respect to a single gold
standard. What is it which makes us think a single
set of generalizations is going to capture all rele-
vant generalizations about all possible sub-sets of
data? Is the idea of training to a single gold stan-
dard sensible? The persistence of the phenomenon
of over-training between different subsets of lan-
guage suggests it is not.

3.3 Inadequately defined goals

Historically it has proved convenient to describe
language in terms of grammars: word classes and
rules for the combination of such classes. How-
ever, it is unclear what evidence we have for the
objective existence of such grammars or other sets
of linguistic classes.

(Dagan et al., 1993) described the problem
nicely:

It has been traditionally assumed that se-
mantic information about words should
be generalized using word classes. In
systems which rely on manual encoding
of knowledge, this assumption seems
necessary to cope with the high com-
plexity of lexical relationships. How-
ever, it was never clearly shown that
unrestricted language is indeed struc-
tured in accordance with this assump-
tion. Moreover, the high variability in
lexical cooccurrence data suggests that
rather few generalizations can be per-
formed on safe grounds.

Other researchers have examined the problem
from another direction, in a proliferation of an-
notation and evaluation standards (Atwell et al.,
2000). If indeed “few generalizations can be per-
formed on safe grounds”, this proliferation of stan-
dards may reflect a fundamental reality that the



evaluation problem, as currently conceived, is not
well posed.

The impossibility of achieving a perfect evalua-
tion score for tasks such as tagging has also been
directly considered before. For instance (Church,
1992) presented results which indicated 97% is an
upper bound for inter-tagger agreement, even after
negotiation.

Now, other researchers, notably (Voutilainen,
1999), have disputed the universality of this claim
for carefully selected annotation schemes. Vouti-
lainen claims 100% agreement to three deci-
mal places (27 unresolvable disputes over 55724
words) for annotation using his EngCG-2 morpho-
logical tags.

Voutilainen’s results may reflect a particularly
distinct tagset (and it remains to be seen whether
such results demand a choice between grammati-
cal characterizations which are distinct, and those
which are informative), but even this is not enough
to result in a completely objective annotation.

Similar disagreement is observed for other
grammatical tasks. For instance there is an ob-
served disagreement in human evaluations for ba-
sic structural tasks like word segmentation for lan-
guages which are not traditionally segmented, like
Chinese (Fung and Wu, 1994).

And while deciding that the idea of a gold stan-
dard is not “fool’s gold”, (Kilgarriff, 1998) ad-
mits that consensus as high as that claimed by
Voutilainen is an unrealistic goal for the related
task of word sense disambiguation, where he cites
where inter-tagger agreement (ITA) norms hover-
ing around 70-80%.

Whatever we believe about linguistic structures
such as grammars, surely the least that can be said
is that we do not have any direct access to them.
This is reflected in the wide variety of grammar
formalisms available. Grammars only exist by
virtue of subjective evaluations made by human
observers, and these observations palpably vary.

3.4 Human ambiguity

As we have seen before, humans do not always
agree on annotations of linguistic data. There may
be several reasons for this. Likely some of these
reasons relate to random factors, things unrelated
to the nature of the language system. A human

“bias” if you will.
Conceivably it is just our observations which

vary, and the underlying system we seek to de-
scribe is objectively defined. Perhaps it is possible
to define a linguistic evaluation task, even a gram-
matical evaluation task, which is beyond the sub-
jectivity of human perception. However, language
is a quintessentially human activity. It is hard to
take humans out of the loop, and humans are con-
ceivably always subjective in their opinions. In-
deed, perhaps subjectivity is the true essence of
cognition, and what we really should be trying to
model, not any particular structural abstractions
which make up the content of our subjective eval-
uations.

4 Problem of Subjectivity

We have discussed problems in current methods
of evaluation, speculated on objective reality of
grammatical perceptions. Finally, we have intro-
duced the idea that the subjectivity of human per-
ception, of which language is our most essential
expression, might be the very thing we are trying
to describe when we model language.

Our suggestion, then, for the underlying diffi-
culty with all current evaluation methods, is just
that they all assume a single, universal, and im-
portantly a global (to the language), gold standard.
We suggest that, on the contrary, all human evalua-
tion criteria (and it seems likely that an evaluation
of language must be at least human-like) are sub-
jective, that this should be at the core of what we
seek to evaluate.

This subjectivity is apparent in evaluation met-
rics, in the “over-training” which is evident from
sub-corpus to sub-corpus in trained systems, in the
very annotation schemes themselves, and indeed
it seems to be present in all systems where human
judgment is required.

There is subjectivity from person to person,
but perhaps it is the subjectivity from sub-corpus
to sub-corpus, and sentence-to-sentence (leading
to under-specification and thus ambiguity in any
global labeling scheme) which is most interesting
(though it is not obvious that it is possible to dis-
tinguish the two in the final analysis).

To discuss the possible causes and nature of the
subjectivity we observe in evaluation, and evalu-



ation standards, goes beyond the scope of this ar-
ticle. We wish to limit ourselves here, firstly, to
noting the fact, and discussing its implications for
evaluation.

5 Evaluation of Subjectivity

In this section we will try to return to the con-
crete again, and suggest two possible approaches
to handling the subjectivity which seems to be
present in the evaluation of NLP systems. The first
approach is to directly address this subjectivity, to
make it the focus of evaluation rather than an im-
pediment to evaluation. The second approach is
to speculate on the possibility of evaluation with
respect to linguistic tasks which are beyond sub-
jectivity. Though the existence of such remains to
be seen.

5.1 Modeling subjectivity in objective
evaluation standards

Clearly we do not want an evaluation criterion
which leaves us with nothing but a subjective eval-
uation (which it seems our systems of evaluation,
with their subjectively defined, global, gold stan-
dards, do today by default). Arguably what we
need is a system which gives us an (objective)
evaluation of the subjectivity which seems to be
an inherent part of our evaluations and evaluation
standards.

Perhaps we can accept subjectivity in evaluation
standards, but tame it to some extent by embrac-
ing it rather than ignoring it. The subjectivity of
an observation then becomes part of the evalua-
tion rather than a bug in the evaluation problem.
By embracing the problem we can try to contain
it. This is better than the alternative of allowing
it to affect our results randomly, as it must if we
simply ignore it.

To do this, we probably require a model for
the subjectivity of a grammar. When this model
is incorporated in the evaluation procedure, we
will not, strictly speaking, be evaluating the same
things any more, there is a new variable to be eval-
uated.

For instance, we could require of our models
that they produce not only a grammatical analysis,
but also a confidence value for that analysis. Many
data-based models, such as stochastic context-free

grammars and the like, are of exactly the type to
produce such a confidence value.

Another option would be to evaluate a whole
range of observation standards, a whole range of
treebanks for a parser evaluation, for instance. The
variation in agreement between the different stan-
dards would provide an automatic measure of con-
fidence to be assigned to different evaluation val-
ues. Essentially, we would be filtering out the val-
ues against which we should be willing to accept
a variation of opinion, finding the values which a
model should predict to be subjective, but finding
it independently of the model.

Models which model subjectivity accurately
should perform better against such a proliferation
of standards because they should perform more re-
liably on the decisions about which reliable evalu-
ations can be made.

5.2 Task-oriented evaluation

Another way of handling the subjectivity in con-
ventional evaluation would be to attempt some-
thing rather more like the classic Turing test,
where we by-pass the idea of abstract structure en-
tirely and attempt to measure the effectiveness of a
system directly in terms of concrete language pro-
cessing tasks.

In this context, task-oriented evaluation means
evaluation with respect to something, a task, about
which humans can reach some degree of agree-
ment. More agreement than they reach over the
task of grammatical annotation, in any case.

Indeed, systems that generate any kind of gram-
matical annotation might be specifically excluded,
since there is no real objective evidence that a
grammar (in the form of the current computational
grammars) exists. People may argue over the form
of the grammar (or the analysis) without even hav-
ing to agree or disagree on the actual outcome of
the system. Likely we would need to concentrate
on other tasks. Tasks for which the format of the
outcome is unarguably correct. Among candidates
might be translation, information retrieval, or sum-
marization.

However, it remains to be seen whether such ob-
jectively verifiable tasks can be found. Quite pos-
sibly all language processing tasks (and perhaps
all cognitive tasks) are essentially equivocal. Pos-



sibly the subjectivity of grammar is not an excep-
tion, but is general to any linguistic task.

6 Future Work

The problem of the current ways of evaluation, we
suggest, is that they do not take into account the
subjectivity which seems to be an integral part of
every linguistic evaluation decision.

We recognize two major directions for future
work. The first is to continue to look at ways of
containing the subjectivity of current grammatical
evaluations.

One possibility is to incorporate subjectivity (in
an objective evaluation) by adjusting the metrics
used. Something similar has been done using the
kappa metric (Cohen, 1960; Siegel and Castel-
lan Jr., 1988), that tries to reduce the influence of
the data by taking the complexity of the data into
account. Similarly, this measure is used to com-
pute inter-annotator agreement. (Kilgarriff, 1998)

Another way is to evaluate on multiple, com-
plete different datasets. Initial work on this has
already been done. For example, (Roberts and
Atwell, 2003) argues that evaluation on parallel-
parsed corpora result in more stable results. Simi-
larly, (van Zaanen et al., 2004) describe an exten-
sion of this work for evaluation on grammatical
inference systems.

The second major direction is to look beyond a
narrow focus on evaluation. Perhaps it is fair to
argue that the realization that language is inher-
ently subjective should lead us to rethink our cur-
rent models of language form and function in their
entirety. Assessment can be a valuable tool for
the improvement of technology, but in the “tallest
tree” sense it does not always lead to the best solu-
tion. Perhaps what is most appropriate now in lan-
guage processing is not a greater focus on assess-
ment, but a broader consideration of what might
be the underlying nature of language process.

One direction to explore would be to find a
model which recognizes the importance of subjec-
tivity (i.e. the grammatical subjectivity on sub-text
observed in over-training) in the analysis and an-
notation of data. Current evaluation criteria are
assumed to be global, gold standards, which do
not take into account variation from sub-corpus
to sub-corpus. Possibly the constraints of gener-

ality are what force our global evaluation criteria
to be under-specified, and being under-specified,
subject to random bias (and individually subjec-
tive judgments) on the part of the human annota-
tors who abstract them.

In any case, a “natural” evaluation standard al-
most certainly requires a model of what language
actually does, which is different from the conven-
tional. More research needs to go into finding real
objective evaluation problems (if they exist).

So while it makes sense to examine ways we
could contain the subjectivity of evaluation against
grammatical standards it is also worth keeping in
mind that an important direction for future work is
to study the nature of the language models which
will predict subjectivity, and against which the
new subjectivity containing evaluation measures
might be compared.

7 Conclusion

In this article we have shown that the current ap-
proaches to evaluation of NLP systems are prob-
lematic. We think the underlying problem is that
language is inherently subjective from person to
person and most importantly from linguistic unit
to linguistic unit. Current evaluation methods do
not recognize this inherent subjectivity; evaluation
is done against a fixed gold standard.

We have speculated on possible reasons for this,
and suggested ways to tame this subjectivity and
obtain a truly objective evaluation criterion for
NLP systems.

This includes extending the current evaluation
methods with different metrics, but also including
different datasets, reducing the influence of the an-
notation scheme. Completely different evaluation
methods, such as the task-oriented approach will
need to be implemented and tested as well.

Underlying all these attempts to reduce the in-
fluence of subjective assessments on NLP evalua-
tion, however, there is a broader issue. Perhaps it
is time to take a step back from the recent focus on
evaluation and re-examine our goals and assump-
tions when studying language. When do we con-
sider a NLP system successful? The current fo-
cus on narrow structural abstraction (in defiance
of notable threads of pure linguistic theory) seems
to be showing its limitations. When we understand



why our assessments of structure are subjective we
should be able to contain that subjectivity, and in
the process of understanding we may be able to
identify more meaningful evaluation goals.
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