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E.g. of up to three words. This is purely for practical :
MP «- abJ + M reasons. | have not explored in any principled
MP < MF + [N way the limitations on accuracy of forcing even

long sentences to have representations in terms
of vectars of strings 1-3 words long. “ou must
hawe strings of length at least two words,
howewver, so that you can find entries for
observed pairs when calculating a new wector
Essentially | do the same, with the twist that | replace the classes with wectors or lists of similar  category.
wiards. This means, by virtue of one combination or another, | can find millions of virtual rules
at run time. The exact set depending on the exact words in the sentence. Collective Meaning? In this model every valid |
new sentence in a language corresponds to a
valid rearrangement of previous examples of that
language. It is interesting to consider a parallel
definition of meaning. Define "meaning” to be an
organization of experience. Now consider a set
of previous experiences each of which is
azsociated with a previous example of language B
use. Mew language will force a reorganization of
the language examples, which will force a new
orgahization of previous experiences, which will
by definition determine new meaning, according
to the assumptions of the model.

Eut nobody has found a set of classes and combinations which capture all the necessary
distinctions in language.

E.0.
NP {foreign exchange )~

ADJ {foreignj| N {exchange)

There is an analogy to what happens whet you
perform a ‘Web search using an indexed search
enging. The number of hits might be said to
define the "grammaticality” of the search query,
and the actual collection of hits its "meaning ™. A
new meaning for each query.

Uncertainty Principle? Collections have
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linguistic uncertainty principle”, where we see
that it is impossible to order a collection of
examples in two ways simultaneously. Generally
[ speaking ordering in terms of one variable -
il e B85 Bl 2 | Deciment: Dioee cd =241 eeet | | = ¢
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efining category of tea as modified:
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t this indeterminate and combinatorially
ly sub-categorizable) quality in a system
les (e.g. a computer language)

ssible to find a finite and unambiguous
sses which completely describe all the
productions.

Il productions are exactly produced by
those rules!
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e these combinatorial possibilities




point is there is no single label which can
several potentialities (collocational sub-
of the collection of examples defining "tea"
or any other word.

e of the fundamental incompatibility between
ents of examples mentioned before:

I.e.
etter sorted: AAAAA FFFFFE
olour sorted: AAAFF ~ -

you can't find a single labelling over these
reflects these two patterns, so no absolute
guage is possible which captures grammar
perfectly.

e language on collections of examples - the
metaphor - to get this behaviour.
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ing - Dagan, Marcus, Markovitch '93:
iles from ad-hoc collections of examples

| approaches, especially for semantic

e the view that information should be
mal possible generalizations, our method
neralizations should be minimized.

s kept at a maximal level of detail, and
tion is deduced by the most specific

are carried out whenever needed."
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omic Physics...

ording to wavelength or position,
e. Not beyond a certain constant.




= compliete
length
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= completely undefined w.r.t
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the famous uncertainty principle of
chanics in Physics - It is impossible to
w the momentum and position of a
particle.

| characterization of this approach as
wave linguistics"

coincidental - they both result from
In ways of organizing collections.)




s of "unknowability"
rn Philosophy
ractice over principle

e Dao which cannot be known"




observed parallel between this
odern Physics and Daoist philosophy.
n between two aspects of reality.

2ing the same parallel between Daoist
processes of thought expressed as
language.

es predict language will behave in this
way.
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